Modeling autonomic regulation of cardiac function and heart rate variability in human endotoxemia
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Scheff JD, Mavroudis PD, Calvano SE, Lowry SF, Androulakis IP. Modeling autonomic regulation of cardiac function and heart rate variability in human endotoxemia. *Physiol Genomics* 43: 951–964, 2011. First published June 14, 2011; doi:10.1152/physiolgenomics.00040.2011.—Heart rate variability (HRV), the quantification of beat-to-beat variability, has been studied as a potential prognostic marker in inflammatory diseases such as sepsis. HRV normally reflects significant levels of variability in homeostasis, which can be lost under stress. Much effort has been placed in interpreting HRV from the perspective of quantitatively understanding how stressors alter HRV dynamics, but the molecular and cellular mechanisms that give rise to both homeostatic HRV and changes in HRV have received less focus. Here, we develop a mathematical model of human endotoxemia that incorporates the oscillatory signals giving rise to HRV and their signal transduction to the heart. Connections between processes at the cellular, molecular, and neural levels are quantitatively linked to HRV. Rhythmic signals representing autonomic oscillations and circadian rhythms converge to modulate the pattern of heartbeats, and the effects of these oscillators are diminished in the acute endotoxemia response. Based on the semimechanistic model developed herein, homeostatic and acute stress responses of HRV are studied in terms of these oscillatory signals. Understanding the loss of HRV in endotoxemia serves as a step toward understanding changes in HRV observed clinically through translational applications of systems biology based on the relationship between biological processes and clinical outcomes.

Heart rate variability (HRV) is generally defined as the quantification of the distribution of time intervals between successive heartbeats. Reduction in HRV, a manifestation of altered autonomic function under stress, is potentially a useful predictor of outcome in myocardial infarction (42), congestive heart failure (63), diabetic neuropathy (58), and neonatal sepsis (46). Diminished HRV has also been observed in critically ill patients in intensive care units (ICU) (52), which motivates interest in HRV as a critical variable in the recovery from critical illness (50). Due to this clinical relevance, dynamic characteristics of HRV have been assessed by time domain, frequency domain (76), and nonlinear metrics (46, 60). The majority of HRV research has thus far focused on the interpretation of the patterns of HRV (45) rather than linking cellular-level mechanisms to patterns (11). The realization that health may be characterized by a certain degree of variability of human heart signals motivates the hypothesis that appropriate physiological variability is the manifestation of robust dynamics of control signals whose fluctuations equip the host with the ability to anticipate external and internal disturbances. We hypothesize that these variable dynamics are driven by the convergence of rhythmic physiological signals on the heart via autonomic modulation.

Studying the effects of critical illness on HRV requires a clinical model that can be experimentally evaluated in great detail. Human endotoxemia, the injection of lipopolysaccharides (LPS or endotoxin, used interchangeable herein) into healthy human subjects, has been extensively used as a model of systemic inflammation due to qualitatively similar responses in systemic physiological and metabolic processes, including changes in leukocyte abundance and behavior, hormonal secretion, and cardiac function (48). Responses observed in human endotoxemia experiments mimic observed responses in systemic inflammation in ICU patients, albeit over different timescales (30), thus making the human endotoxemia model an excellent platform for exploring mechanistic underpinnings of the systemic inflammatory response. A key component in the response to endotoxemia is a decrease in HRV, concomitant with imbalances in autonomic activity reflected by perturbed autonomic oscillatory responses in heart rate (HR) (28, 35, 36, 65).

Despite an understanding of the importance of inflammation in a wide variety of disorders and a large number of experiments elucidating the details of the inflammatory response, novel treatments aimed at controlling inflammation remain elusive (25). The complexity of the interacting, redundant pathways involved in the inflammatory response necessitates a systems-level understanding of inflammation (72, 80), thus leading to interest in the inflammatory response from a systems biology perspective (79). The dynamic signals evoked in an inflammatory response are propagated to the sinoatrial (SA) node of the heart to assess how HRV is perturbed in endotoxemia. Previously, endotoxemia-induced changes in HR and HRV have been described by physicochemical relations that begin to elucidate the signals that give rise to altered phenotypes (22, 23). However, this neglects that HR and HRV are both derived from the same physiological process, the beats of the heart, and that the contraction of the heart as initiated by firing neurons at the SA node is a noisy, discrete process. This motivates the development of a more mechanistic model to produce discrete heartbeat signals that can then be used to calculate HR and HRV, providing a basis for the development of autonomic dysfunction in endotoxemia. This paper proposes...
a semimechanistic mathematical model linking endotoxemia to cardiac function through an integral pulse frequency modulation (IPFM) model (7) that produces discrete heartbeats as output based on autonomic modulation of the heart. Variability is considered both at high frequencies (autonomic oscillations) and much lower frequencies (circadian rhythms). Outputs of the model, namely HR and HRV, are shown to accurately capture experimentally observed phenomena in human endotoxemia studies. Furthermore, the links between autonomic activity and cardiac function are explored, as well as how these communication links are affected by acute stress. Understanding the loss of variability of cardiac function in endotoxemia serves as a step toward gaining insight into similar changes in HRV observed clinically in response to stress (30). It is important to consider how the communication between the autonomic nervous system and the heart in endotoxemia (68) will affect both measurable parameters of HRV and the mechanistic underpinnings that give rise to altered cardiac function. Thus, connections between processes at the cellular, molecular, and neural levels are quantitatively linked to HRV. This work builds toward translational applications of systems biology (24, 82) by moving toward an understanding of the relationship between fundamental biological processes and clinical outcomes.

METHODS

Human endotoxemia model. Bacterial endotoxin, a component of the outer cell membrane of gram-negative bacteria, is an important mediator in the pathophysiology of gram-negative bacterial sepsis (57). This complex macromolecule induces its injurious effects by a noncytotoxic interaction with CD14-bearing inflammatory cells, such as macrophage-monocytes, circulating neutrophils, and lung epithelial cells. These effector cells are activated through a family of Toll-like receptors and subsequently release a network of inflammatory products. These host-derived mediators in concert to induce the systemic inflammatory response syndrome (59) leading to a variety of clinical disorders, including adult respiratory distress syndrome (ARDS) (8, 51). Elective administration of endotoxin to otherwise healthy human volunteers has been used to study systemic inflammation and gain insight into behavior of inflammatory mediators encountered in acute, as well as chronic, inflammatory disease. Human endotoxemia precipitates signs and symptoms characteristic of clinical sepsis (6, 48) and ARDS (15), inducing a reduction in HRV (28, 65). While we do not argue that the human endotoxin (LPS) challenge model precisely replicates an acute infectious or sepsis condition, human endotoxin challenge does serve as a useful model of Toll-like receptor 4 (TLR4) agonist-induced systemic inflammation by providing a reproducible experimental platform tying systemic inflammation to physiological signal generation and alterations in HRV. As an example, it has recently been demonstrated that LPS challenge induces transient dynamic changes in leukocyte gene expression similar to day 1 trauma patients (73).

In an effort to establish quantitative relationships among the components involved in endotoxia, we developed a mathematical model of human endotoxemia (20, 21). A detailed description of the components of the mathematical model is given in the APPENDIX, and the network structure is displayed in Fig. 1. At the cellular level, recognition of LPS by TLR4 on immune cells leads to the activation of the NF-kB pathway and ultimately the production of both proinflammatory (P) and anti-inflammatory (A) cytokines, which are proximal mediators of the systemic inflammatory response (56) and antagonistically work toward the self-regulation and resolution of inflammation. At the neuroendocrine level, the hypothalamic-pituitary-adrenal axis and the sympathetic nervous system (SNS) are the primary stress response pathways by which the central nervous system (CNS) regulates the immune response (74). This was modeled by assuming that the production and release of counterregulatory antiinflammatory endogenous hormones cortisol (F) and epinephrine (EP) respond to proinflammatory cytokines, and then these hormones feed back to modulate the transcriptional response in leukocytes. In addition, circadian rhythms in model components, both at the level of immune cells and CNS activity, were considered by accounting for diurnal patterns in the release of the hormones cortisol and melatonin (M), which then propagate their circadian rhythmicity to other variables (70).

We previously explored the principles of the Warner model (83) to describe the influences of the antagonistic relationship between the sympathetic and parasympathetic branches of the autonomic nervous system on the firing at the SA node of the heart (23). Autonomic activity at the SA node of the heart can be inferred based on blood epinephrine concentration (23), which has a circadian pattern with a peak during the middle of the day, slightly lagging the diurnal behavior of cortisol (17, 44, 70). \( A_1 \) (Eq. 1a) represents the neurotransmitter concentration at the SNS nerve ending, which is assumed to be similarly responsive to endotoxemia as epinephrine (69). Plasma norepinephrine ultimately influences the local concentration at the SA node as described by \( A_2 \) (Eq. 1b). This produces antagonistic changes in effective local sympathetic (Eq. 1c) and parasympathetic (Eq. 1d) activity. These relationships were used to develop a physicochemical model of the effect of endotoxemia on HR (23).

\[
\frac{dA_1}{dt} = K_{A_1} \cdot (EPI - A_1) - K_{A_2} \cdot (A_2 - A_1) \quad \text{(1a)}
\]

\[
\frac{dA_2}{dt} = K_{A_2} \cdot (A_1 - A_2) \quad \text{(1b)}
\]

\[
\frac{dT_{sym}}{dt} = \frac{K_{A_3} \cdot A_2 \cdot (K_C - T_{sym})}{1 + k_{sym} \cdot T_{par}} - K_{ep} \cdot T_{sym} \quad \text{(1c)}
\]

\[
\frac{dT_{par}}{dt} = \frac{K_{m \cdot T_{par}}}{1 + k_{par} \cdot T_{sym} \cdot A_1} - K_{out \cdot T_{par}} \cdot T_{par} \quad \text{(1d)}
\]

When combining Eq. 1 with our circadian model (70), described above and in the APPENDIX, we now observe that the effective sympathetic (\( T_{sym} \)) and parasympathetic (\( T_{par} \)) modulation of HR and HRV exhibit diurnal patterns as imposed by central circadian regulation. Experiments measuring muscle sympathetic nerve activity show that it is responsive to light (67) and that during sleep, sympathetic activity decreases (26). Based on experimental evidence that parasympathetic activity can be estimated by respiratory sinus arrhythmia measured by the spectral analysis of HR, it has been shown that parasympathetic activity also follows circadian dynamics (14), as measured by both time domain (pNN50, the percentage of differences between adjacent normal-to-normal intervals that are >50 ms) and frequency domain metrics (13). These oscillatory dynamics, leading to short-term HRV and long-term circadian rhythms in HR and HRV, have not yet been studied in a model that links autonomic activity to the beating of the heart within the context of an integrated model of inflammation. Below, variability in HR is studied in terms of these rhythmic signals through the development of a model linking the inflammatory response with alterations in the pattern of discrete heart beats.

**Modeling autonomic influence on cardiac dynamics.** To describe how internal signals representing cellular and molecular processes responsive to endotoxemia are propagated to the heart, the oscillatory signals giving rise to variability in HR must first be accounted for. We hypothesize that the convergence of these variable autonomic signals, representing both circadian rhythms and higher frequency oscillations, gives rise to the characteristic patterns of variability in HR. Thus, the
first step toward developing a more mechanistic model of cardiac function in endotoxemia is describing the nature of autonomic regulation at the SA node of the heart. Three sources of oscillations are considered: sympathetic and parasympathetic oscillations and circadian rhythms.

HRV is typically calculated based on a series of RR intervals, which are generated from electrocardiogram (ECG) signals by measuring the time interval between successive R waves. In the frequency domain of RR intervals, the power spectrum is typically divided into two frequency bands: low frequency (LF, 0.04–0.15 Hz) and high frequency (HF, 0.15–0.4 Hz). While the precise autonomic underpinnings of HF and LF power are unclear and likely indirect (41), HF is related to vagal activity and LF responds to changes in both vagal and sympathetic tone; thus, the ratio LF/HF may give some insight into the relative autonomic control of HR. Incorporating higher-frequency oscillations in autonomic modulation of HR allows for the production of a more biologically realistic heartbeat signal.

Long-term circadian oscillations in autonomic activity at the SA node influence the diurnal pattern of heartbeats. Sympathetic activity increases HR, while parasympathetic activity decreases HR; therefore, combining models that represent autonomic activity in inflammation (23) and circadian rhythms in inflammation (70) generates variables reflecting circadian rhythms in sympathetic and parasympathetic activity at the SA node. These circadian autonomic activities lead to diurnal patterns in both HR and HRV (33, 43, 53). Circadian rhythms are hypothesized to express sympathetic activity as proportional to autonomic modulation and parasympathetic activity as inversely proportional. Circadian rhythms are included to represent autonomic influences on the SA node, specifically slowly evolving circadian rhythms.

The inclusion of autonomic activity through a modified Warner-type model (Eq. 1), stimulated by central hormonal circadian rhythms allow for the assessment of changes in autonomic control of HRV (16). When sympathetic activity increases, the SA autonomic modulation is expected to increase, corresponding to more frequent firing and thus higher HR. When parasympathetic activity increases, the opposite occurs and HR decreases. Our model aims to introduce circadian variability in the autonomic modulation of the SA node, through the connections to our endotoxemia model via $T_{sym}$ (Eq. 1c) and $T_{par}$ (Eq. 1d), which are ultimately linked to circadian rhythms in HR that match well with experimental data showing that HR peaks during the day and is lower at night (53).

HF and LF power have been observed to exhibit circadian rhythms under normal conditions (33, 43, 53). In human endotoxemia, HF and LF power both decrease acutely before recovering (28, 35, 36). Both circadian and acute responses may be explained by the link between vagal activity and HF and LF power, contrary to the outdated view that HF reflects only vagal activity and LF reflects only sympathetic activity (76). Experimental data of circadian rhythms in HF and LF are in phase with the predicted circadian oscillations in $T_{par}$ in Fig. 2. Furthermore, in human endotoxemia, $T_{par}$ decreases to reflect diminished parasympathetic activity during the acute systemic inflammatory response (23). Thus, we hypothesize that the variable amplitudes of HF and LF oscillations are governed by parasympathetic activity.
depends on contributions including circadian and higher frequency endotoxemia (28, 35, 36). Diurnal rhythms in HRV (33, 43, 53) as well as acute suppression of HRV in influencing Tsym and Tpar, which oscillate out of phase in homeostasis.

The aforementioned assumptions are succinctly summarized in the model of Eq. 2. The effective autonomic modulation at the SA node depends on contributions including circadian and higher frequency modulation of the heart as well as a constant activity level which gives rise to the mean resting HR.

\[
m(t) = \frac{HR}{\text{constant activity level}} + k_{\text{circ}}(T_{\text{sym}} + \frac{1}{T_{\text{par}}}) + k_{\text{LF}}(1 + k_{\text{par,LF}}T_{\text{par}})\sin(f_{\text{LF}}t) + k_{\text{HF}}(1 + k_{\text{par,LF}}T_{\text{par}})\sin(f_{\text{HF}}t)
\]

**Generation of discrete heartbeats.** Autonomic activity influences the heart by modulating the pattern of discrete heartbeats by altering the concentration of neurotransmitters at the SA node. An idealized neuron functions by sensing local neurotransmitter concentration and, when that concentration crosses a threshold, the postsynaptic neuron fires. This type of neural-based discretization process occurs at the SA node of the heart, which normally initiates the electrical impulses that trigger contraction of cardiac tissue. As the SA node is innervated by both sympathetic and parasympathetic branches of the autonomic nervous system and the imbalance between these branches is critical to the loss of HRV, an ideal model would be one that dynamically controls the time interval of integration between successive firings based on autonomic activity as defined in Eq. 2.

A continuous signal can be converted to discrete events via an integrate-and-fire model in which the signal is repeatedly integrated until it reaches a threshold, thus signifying an event. One realization of an integrate-and-fire model that can discretize a continuous signal is an IPFM model. IPFM models allow for the translation of a continuous signal into a discrete series of events, conceptually similar to the behavior of a neuron (7). A continuous input signal \( m(t) \) represents modulation of neural firing, such as is defined in Eq. 2 to represent modulation at the SA node. Then, the times of firings are found by repeatedly integrating \( m(t) \) until a threshold \( \Delta \) has been reached:

\[
\int_{t_k}^{t_{k+1}} m(t) dt = \Delta
\]

\( \Delta \) is set to 1 in all simulations performed here.

This produces a vector \( t \) with elements \( t_k \) to represent the \( k \)th discrete event. In our model of heartbeat generation, \( m(t) \) represents autonomic modulation of the heart and the discrete events produced through the IPFM model represent heartbeats initiated by the SA node (10, 16). HR is modulated by shifting the mean value of \( m(t) \) up (increased HR) or down (decreased HR). And because of variations in autonomic activity, the output of the IPFM model (heartbeats) will contain some variability. There are two primary mechanisms by which HRV is modulated through this model. Most directly, changes in HRV are driven by variable amplitudes of the HF and LF oscillators in Eq. 2. When the amplitude of these oscillators decreases, \( m(t) \) increases and more and more flat until there is very little beat-to-beat variability. However, even with constant amplitudes for HF and LF, HRV can still change because RR intervals become shorter as the mean value of \( m(t) \) shifts up due to circadian influences from \( T_{\text{sym}} \) and \( T_{\text{par}} \). Thus, the observed decrease in variability as assessed by HRV metrics is partially reflecting the changing mean value of HR (55). This initially may seem analogous to what is observed when sympathetic activity increases, such as in exercise where there seems to be an inverse relationship between HR and HRV (37). However, looking at the raw HR data in these cases makes it clear that the amplitude of oscillations in HR is lost in concert with increased mean HR. Therefore, if the amplitude of these oscillations, and thus HRV, is to be dynamic, it must be represented with a model that has the ability to alter the amplitude of oscillatory components, as in Eq. 2.

**Calculation of HRV.** A variety of HRV parameters are assessed, spanning the time domain (SDNN, the standard deviation of normal-to-normal heartbeat intervals), frequency domain (HF, LF, and associated measures), and nonlinear analysis (sample entropy). All parameters are calculated over epochs that are 5 min in length, as is typical in the analysis of HR data (76). Each of the \( i \) epochs of RR intervals is denoted by \( RR_i \). The time domain measure, SDNN, is simply the standard deviation of interbeat intervals generated by the IPFM model, defined in Eq. 3.

\[
SDNN_i = \text{stdev}(RR_i)
\]

The frequency domain statistics are calculated from mean-subtracted RR interval sequences based on the output of MATLAB’s pyulinear function with an order of 12, which implements an autoregressive model using the Yule-Walker algorithm to estimate the power spectral density. Then, HF and LF values represent the area under the curve in linear units over the appropriate frequency ranges of 0.15–0.4 and 0.04–0.15 Hz, respectively. \( HF \) and \( LF \) are normalized values, defined as \( HF_i = HF_i/(HF + LF) \) and \( LF_i = LF_i/(HF + LF) \). The LF/HF ratio is also computed.

Sample entropy (SampEn) (66) is calculated using the implementation available on PhysioNet (http://www.physionet.org/physiotools/sampen/). SampEn is defined as the negative natural logarithm of the estimated conditional probability that two subsequences of \( m \) points that have all matched within a tolerance \( r \) continue to match within that tolerance at the next point. Therefore, a low value of SampEn means that the input series has a very regular structure, and high values correspond with high entropy, irregular signals.
Generation of Poincaré maps and their geometric properties. Poincaré maps of RR intervals are generated for the scenarios described above. These plots are derived from a time series of RR intervals by plotting each value RR(i) on the x-axis versus its successive value RR(i+1) on the y-axis. Thus, if the system generated two consecutive RR intervals that were identical, that point would lie directly on the 45° diagonal. Variability in the Poincaré map can be quantified by calculating the standard deviation along this diagonal line and perpendicular to the diagonal line. These values, called $SD1$ and $SD2$, are visualized by plotting an ellipse whose axes are equal to $SD1$ and $SD2$. $SD1$ and $SD2$ have been used to roughly represent short-term and long-term variability in HR due to their intuitive, geometric interpretations (9).

RESULTS

Circadian and higher-frequency variability in autonomic modulation at the SA node is taken into account in Eq. 2, allowing for simulation of homeostasis and the biologically rhythms present in homeostasis. Based on this, Fig. 3 shows the homeostatic model output. $m(t)$ has a clear circadian pattern in Fig. 3A and also exhibits higher-frequency variability in Fig. 3B. Both the mean value and the amplitude of variability of $m(t)$ are under diurnal regulation. Circadian rhythms in HR (Fig. 3C) and HRV as assessed by SampEn and SDNN (Fig. 3D) are present in model output. HF and LF power, visualized on the power spectra in Fig. 3, E and F, representing 00:00 and 12:00 respectively, also contain significant diurnal variability. The addition of beat-to-beat variability in RR intervals permits the visualization of the RR interval time series via the Poincaré maps in Fig. 4. Four maps are shown, evenly spaced throughout the day: 00:00, 06:00, 12:00, and 18:00. The inset in each figure is the state of $T_{par}$ at the time when the map is generated. The ellipses have axes equal to the standard deviations of the points along the diagonal and perpendicular to the diagonal (9). The mean value of the RR interval (roughly the center of the mass of points) moves, illustrating long-term variability due to circadian changes in the mean value of $m(t)$. Local variability (roughly the spread of points) also undergoes significant changes throughout the day in Fig. 5 where the HF and LF values are plotted over time, exhibiting clear circadian patterns.

An acute dose of LPS is given at 20:00, thus provoking a simulated systemic inflammatory response. As described in detail in the APPENDIX, LPS is recognized by TLR4 on immune cells and instigates a wide range of transcriptional responses, including those that lead to the release of proinflammatory cytokines. These cytokines serve as mediators in neuroendocrine-immune communication, leading to the central release of...
stress hormones such as cortisol and catecholamines. Figure 6 shows how this acute disturbance propagates through the system, from proinflammatory mediators to anti-inflammatory hormones, finally leading to an increase in $T_{sym}$ and a decrease in $T_{par}$, which then provoke changes in cardiac dynamics in response to acute stress. In response to changes in $T_{sym}$ and $T_{par}$, the autonomic modulation of the SA node, $m(t)$ as given in Eq. 2, is shifted up and the amplitudes of its higher-frequency oscillatory components are diminished in Fig. 6E. Figure 7 shows how LF and HF both decrease while the LF/HF ratio increases, in agreement with experimental data (28, 35, 36). The Poincaré maps displayed in Fig. 8 show a significant

Fig. 4. Poincaré maps of RR intervals in homeostasis, at 00:00 (A), 06:00 (B), 12:00 (C), and 18:00 (D). Inset in each figure: the circadian pattern of $T_{sym}$ and the region that was used to generate the Poincaré map. The ellipses represent the dispersion of points as the axes are equal to the standard deviation of points on each axis. The major and minor axes of the ellipses are drawn on the figure, representing the standard deviations along the $y = x$ diagonal (SD1) and the $y = -x$ diagonal (SD2). A large circadian pattern in the geometry of the Poincaré maps is observed, ranging from a maximum of (SD1, SD2) = (0.13, 0.15) in B to a minimum of (0.027, 0.046) in C.

Fig. 5. LF and HF values are calculated, as shown in Fig. 3E, at many points throughout the simulation, and these values are plotted as functions of time. A: Circadian rhythms in LF and HF. B: normalized LF and HF [$LF_{n} = LF/(LF + HF)$, $HF_{n} = HF/(LF + HF)$]. C: the LF/HF ratio. LF and HF are in phase, but their normalized values are out of phase.
tightening that begins directly after LPS injection and reaches maximal tightening several hours later. Figure 7D shows the output of two HRV parameters, SDNN and SampEn. Both parameters capture the circadian pattern prior to LPS and both show an acute decrease after LPS treatment, but the decrease in SampEn is much larger than the decrease in SDNN relative to the normal circadian rhythms observed in each parameter. The above results concerning LPS all study the system response to a dose of LPS at the same time point. The computational model presented here allows for a more broad exploration of the circadian influence on the endotoxemia response, shown in Fig. 9 where LPS is given at 5:00 and 12:00, illustrating the maximum differences in responses as quantified by HRV.

To determine the model response to decoupling between the heart and the autonomic nervous system, the amplitude of HF and LF oscillations, $k_{osc}$ in Eq. 2, is halved. Figure 10 shows how SDNN changes under these conditions by showing a 24-h period of diminished $k_{osc}$ in between 1 day on each side of normal conditions. The amplitude of circadian rhythms in SDNN and the magnitude of SDNN are both diminished in the decreased coupling region.

**DISCUSSION**

The components required to link neuroendocrine-immune interactions with circadian and higher-frequency autonomic variability in HR are combined through our proposed model (Eq. 2), which incorporates circadian control of cardiac function via autonomic activity along with HF and LF oscillations. While hormonal circadian rhythms alone produce circadian rhythms in model output, some higher-frequency oscillations are required to produce the local variability that is observed in real heartbeat signals. HF and LF power is dependent on vagal signaling, and more specifically it is known that HF and LF are diminished under human endotoxemia (28, 36). Thus, Eq. 2 represents the dependence of HF and LF oscillatory amplitudes on $T_{par}$. Figure 3A displays a clear change in the shape of $m(t)$ as the local oscillations have very different amplitudes depending on the position in the circadian cycle. Power spectra, taken at 00:00 and 12:00, respectively, which are close to times at which $T_{par}$ is at its maximum and minimum values, processed to calculate the HF and LF values shown in Fig. 3F. LF and HF show a significant drop in the area under the curve of the power spectrum over those frequency ranges throughout the normal range.
diurnal cycle. These HF and LF powers, calculated more frequently, are shown in Fig. 5. Though raw LF and HF are in phase, HF is suppressed more strongly so that the normalized values LFn and HFn are actually out of phase (28, 36). A similar pattern is seen in Fig. 7, A–C, after an acute dose of LPS. Both LF and HF decrease, but the decrease in HF is more profound, so that the LFn increases relative to HFn. Thus, the LF/HF ratio remains elevated throughout the recovery phase, illustrating continued imbalance between sympathetic and parasympathetic modulation at the SA node (28, 36).

In Figs. 6 and 7, changes in $T_{sym}$, $T_{par}$, and the HRV parameters are persistent for over 24 h after an LPS injection, while all other variables in the model recover to their baseline conditions within 24 h. Run for a longer period of time, these model variables recover within a couple days. Despite this, HRV parameters do recover to within the normal range of circadian variability within 24 h. In studies where LPS is given to humans and ECGs are recorded for 24 h as the inflammatory response is initiated and then resolves in a self-limited response, HRV has generally been observed to recover within 24 h postinjection (5).

The HF and LF sinuoids in Eq. 2 are assumed to mechanistically arise somewhere outside of the model. Biologically, LF and HF oscillations arise largely from vasomotor activity and respiration under control conditions, respectively (47). As $m(t)$ represents only the autonomic modulation specifically at the SA node of the heart, the transduction of the signals producing HF and LF oscillations to the heart must be considered. So, the terms that modulate the amplitude of these sinuoids based on the level of $T_{par}$ represent the ability of the oscillatory signals to be reflected in neurotransmitter concentrations at the SA node, based on the observed relationship between vagal signaling and HF and LF components of HR. Vagal activity modulates LF and HF oscillations in HR, and without this vagal activity, LF and HF responses are blunted (41). In other words, the HF and LF peaks that appear in the power spectrum of HR depend on the autonomic nervous system to communicate these signals to the SA node. Thus, LF and HF give some indication as to the coupling between the heart and the autonomic nervous system, which is of particular interest as HR is relatively easy to assess noninvasively. Indeed, in endotoxemia, an increase in regularity is observed in HR, neutrophil function, and plasma cortisol levels (65), in line with theoretical expectations of the response of decoupled biological systems (62) and the results shown in Fig. 10, where variability is lost under decoupling. Although these results show an instant decoupling rather than a gradual process as likely occurs in vivo, decoupling may be important in adverse conditions such as endotoxemia when interorgan communication is diminished (27, 28). Clinically, assessing the interorgan communication by means such as evaluating HF and LF is critical to understanding and assessing the extent of injury in multiple organ dysfunction syndrome and sepsis (71). HF and LF most directly measure cardiac-autonomic coupling, but they can also be used as accessible proxies for measuring general interorgan communication (71). In addition, drugs that normally alter HR by autonomic modulation fail to have an effect in endotoxemia (68). Thus, the effect of endotoxemia on the heart can be viewed as a decoupling between the autonomic nervous system and the SA node. This decoupling represents a potential mechanism for the observed decreased complexity and increased regularity in physiological signals (12, 62).
recovery of HRV following injury can then be viewed as a recoupling of autonomic and cardiac systems and, more generally, a recoupling of organ systems in the recovery phase. The model presented here begins to decipher the nature of this relationship through the variable $m(t)$, which represents the communication link between the autonomic nervous system and the heart.

One of the fundamental contributions of the described modeling work is the incorporation of circadian rhythms in both HR and HRV parameters. This is of particular interest due to the loss of circadian rhythms observed in inflammation (49) and the interplay between inflammatory mediators and molecular circadian machinery both centrally in the suprachiasmatic nucleus and in peripheral tissues (29, 70). The circadian dependence of this model is shown in Fig. 9 where identical doses of LPS are given at two different times, 05:00 and 12:00. These two times produce a maximal difference in responses, as shown in Fig. 9. There is a circadian dependence on the response of the model to a dose of LPS at 20:00, showing maps at 20:00 (A), 21:00 (B), 22:00 (C), and 01:00 (D). Inset in each figure: the circadian pattern of $T_{par}$ and the region that was used to generate the Poincaré map; in D, the next 24 h are shown. After injection, the points on the map shift down and to the left, reflecting decreased RR intervals and decreased HR. The points also become more tightly distributed, illustrating the loss of HRV in endotoxemia. D: the Poincaré map at 01:00, which is when HRV is most suppressed. The ellipses represent the dispersion of points as the axes are equal to the standard deviation of points on each axis. A change in the geometry of the Poincaré maps is observed, ranging from a maximum of $(SD1, SD2) = (0.060, 0.082)$ at the time of injection in B to a minimum of $(0.0060, 0.017)$ in C. The pre-LPS fitted ellipse from A is shown in C and D to illustrate the difference in both the mean and the distribution of points during the acute response.

Fig. 10. Decoupling between the autonomic nervous system and the heart is simulated by decreasing coupling by 50% during the shaded area in the figure. Both the amplitude of circadian rhythms and the magnitude of HRV (assessed by SDNN) are diminished.
the diurnal peak in cortisol occurs between these time points, and this primes the system for a robust anti-inflammatory response. Thus, before this hormonal priming occurs, a significantly larger decrease in HRV (quantified by SampEn) is observed. However, in both cases, the overall dynamics of the system (an acute response and recovery to baseline) are similar. These computational results match with clinical observations that sepsis patients are at elevated risk of mortality from 02:00 to 06:00, before the circadian peak in cortisol secretion (31). Considering this type of circadian dependence on responses to pathogens and also to therapies is important in optimizing treatment of inflammatory disease (32). In Fig. 6, circadian rhythms in cardiac function are blunted in response to a dose of LPS as the LPS-induced acute increase in $T_{\text{sym}}$ and acute decrease in $T_{\text{par}}$ overwhelm the normal diurnal pattern of those variables. In Fig. 7A, the decrease in both LF and HF in response to endotoxemia is only slightly larger than the physiological changes in LF and HF due to circadian rhythms. This is because, in the model, $T_{\text{par}}$ is predicted to pass relatively close to zero in its diurnal cycle, so in endotoxemia, there is not much further for it to fall. While this result may seem uninformative, it matches with experimental results showing that the drop from maximum to minimum values during circadian rhythms in HF and LF (33, 43, 53), and the depression in HF and LF due to endotoxemia (28, 35, 36) can both be anywhere from 50 to 90%, depending on experimental protocol. However, by looking at Poincaré maps (compare Figs. 4 and 8) or by assessing HRV by other metrics such as SDNN and SampEn as in Fig. 7D, it is clear that there is a significant increase in regularity in response to LPS that is fundamentally different than what is observed in normal circadian patterns. This illustrates the importance of assessing multiple variability/regularity metrics to tease out subtle patterns in HR data.

An advantage of the model presented here, relative to a continuous physicochemical model of either HR or HRV, is that it produces discrete beats as output. This allows both HR and HRV to be derived from a single variable signal, as they are experimentally, and it allows for comparison of the performance of HRV metrics. Figure 7D is provocative in this regard as it shows SDNN and SampEn, two common HRV parameters, both are able to capture normal circadian dynamics as well as the acute response to LPS; however, when their axes are aligned such as in Fig. 7D so that the amplitude of circadian rhythms is equal for both parameters, it is clear that SampEn is much more significantly suppressed in endotoxemia. Thus, taking a more mechanistic approach that models heartbeats rather than attempting to directly estimate changes in HRV can lead to these types of quantitative differences being discovered.

The representation of neurotransmitter concentration at the SA node (23) is conceptually based on the Warner model (83) of sympathetic and vagal influences of HR. A similar idea is explored in the work of Chiu and Kao (16), in which an IPFM model is modulated by the vagal and sympathetic outputs of the Warner model. The work presented in this paper goes a step further by ultimately linking the model of autonomic modulation at the SA node with a larger, well-established model of human endotoxemia to explore changes in cardiac output specifically within this context. This introduces some additional complexity into $m(t)$ since the amplitude of HF and LF oscillations depend on a nonlinear model, and also circadian influences are directly incorporated through $T_{\text{sym}}$ and $T_{\text{par}}$. In general, one cannot assume that this type of multimodal input signal will be effectively transduced through an IPFM model without the addition of significant distortion (54). However, the power spectra in Fig. 3 clearly show that the HF and LF frequency components are strongly present in the short-term variability of IPFM-generated HR.

By linking cardiac dynamics with a detailed model of the inflammatory response, we have begun to explore the mechanistic underpinnings that may underlie the relationship between autonomic dysfunction and modulated HR and HRV in endotoxemia and, by extension, possible decoupling among other organ systems. The mechanism-based approach (81) of the endotoxemia model allows for the future investigation of the relationship between neuroendocrine-immune state and cardiac function. This linking of processes at the molecular and cellular level with outcomes at the systemic level (namely clinically accessible variables such as HR and HRV) is an important step toward developing translational applications of systems biology.

APPENDIX

The model presented in this appendix has been iteratively developed over several publications. Below, the latest form of the model incorporates circadian rhythms (70) and autonomic modulation at the SA node of the heart (23). The unified model combining these two works has not been previously discussed in the literature.

Through the analysis of leukocyte gene expression data, the essential responses characterizing the leukocyte transcriptional dynamics are identified. Specifically, these responses, in the case of transient human endotoxemia, include 1) an early increase in proinflammatory signaling molecule production, 2) an anti-inflammatory response to counter proinflammatory signaling, and 3) an energetic response representing diminished cellular bioenergetic processes. These transcriptional responses are triggered by the activation of critical signaling cascades as a result of the recognition of the extracellular LPS signal. In the endotoxin injury model, the focus has been on NF-$\kappa$B as the archetypical signaling module that regulates the expression of proinflammatory genes, as provoked by the binding of LPS to its receptor TLR4 ($R$ (Eq. 4a–d) leading to the activation of the NF-$\kappa$B, which initiates the transcriptional response to inflammation. NF-$\kappa$B is normally bound to I$\kappa$B molecules, which inhibit its translocation to the nucleus, thus inactivating its role as a transcription factor. LPS via TLR4 and adapter molecules stimulates the activation of IKK, which phosphorylates I$\kappa$B leading, in turn, to ubiquitination and degradation of I$\kappa$B in the proteasome. Then, the free NF-$\kappa$B can move into the nucleus and stimulate the transcription of a number of genes, including its inhibitor I$\kappa$B, thus creating a negative feedback loop. The NF-$\kappa$B module is based on a reduced model of NF-$\kappa$B dynamics that includes IKK (Eq. 4e), nuclear (activated) NF-$\kappa$B (Eq. 4f), and I$\kappa$B (Eq. 4, g and h) (34), which allows the model to broadly capture the negative feedback regulatory behavior of NF-$\kappa$B. The fundamental transcriptional processes found in the gene expression data are the proinflammatory (Eq. 4i), anti-inflammatory (Eq. 4j), and energetic (Eq. 4k) responses. Circadian production of inflammatory mediators is regulated by melatonin (Eq. 4l), which has shown to be correlated to a number of cytokines (61) and thus is used as a proxy for central circadian control of leukocyte transcriptional activity (70).

$$\frac{dLPS}{dt} = k_{\text{ipm},1} \cdot LPS \cdot (1 - LPS) - k_{\text{ipm},2} \cdot LPS \quad (4a)$$

$$\frac{dR}{dt} = k_{\text{sym},1} \cdot mRNA + k_2 \cdot (LPSR) - k_1 \cdot LPS \cdot R - k_{\text{sym}} \cdot R \quad (4b)$$
Table 1. Parameter values used in Eqs. 2 and 3

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>HR</td>
<td>1</td>
<td>k_{p HF}</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>k_{soc}</td>
<td>0.05</td>
<td>f_{HF}</td>
<td>0.275</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>k_{out,LF}</td>
<td>0.5</td>
<td>k_{soc}</td>
<td>0.04</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>f_{LF}</td>
<td>0.105</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Model parameter values, as set in our previous publications

For previous values see Refs. 20-23, 70.
\[
\frac{dFR(N)}{dt} = k_T \cdot FR - k_r \cdot FR(N) \quad (4q)
\]

Proinflammatory cytokines interact with neural-based pathways that modulate the progression of the immune response. As a result of the activation of the neuroendocrine axis, anti-inflammatory hormones are secreted and recognized by immune cells. In the case of catecholamines, the secretion of catecholamines from SNS and adrenal medulla attenuates the proinflammatory manifestations of human endotoxia, as evidenced by reduced TNF levels (78). The anti-inflammatory influence is mediated by intracellular cAMP signaling potentiating anti-inflammatory (IL-10) signaling (77, 78). Epinephrine is modeled as being secreted in response to stimulation by the proinflammatory response (19) and ultimately leads to increased anti-inflammatory signaling, as shown in Eq. 4, \( r-u \). Cortisol produced in the adrenal cortex interacts with the adrenal medulla, ultimately stimulating epinephrine production (84). As experimental data shows that plasma epinephrine levels lag cortisol levels (17, 44), cortisol is modeled as stimulating epinephrine production (84). Cortisol produced in the adrenal cortex interacts with the adrenal medulla, ultimately stimulating epinephrine production (84). As experimental data shows that plasma epinephrine levels lag cortisol levels (17, 44), cortisol is modeled as stimulating epinephrine production, thereby producing a slightly delayed circadian peak in the baseline epinephrine profile.

\[
\frac{dEPI}{dt} = k_{in,EPI} \cdot (1 + H_{EPI}) - k_{out,EPI} \cdot EPI \quad (4r)
\]

\[
\frac{dREPI}{dt} = \frac{v_R}{k_{REPI}} - \left[ k_{1,REPI} \cdot (1 + H_{EPI}) + k_{2,REPI} \right] \cdot REPI \quad (4s)
\]

\[
\frac{dEPIR}{dt} = k_{1,REPI} \cdot (1 + H_{EPI}) \cdot REPI - k_{3,REPI} \cdot (EPIR + 1) \quad (4t)
\]

\[
\frac{dcAMP}{dt} = \frac{1}{\tau} \cdot (1 + EPI)^n - cAMP \quad (4u)
\]

These elements in Eq. 4, and the corresponding parameter values in Table 2, comprise a semimechanistic model of human endotoxia, including physiologic diurnal rhythms (20, 21, 23, 70).
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