Improved significance test for DNA microarray data: temporal effects of shear stress on endothelial genes
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Zhao, Yihua, Benjamin P. C. Chen, Hui Miao, Suli Yuan, Yi-Shuan Li, Yingli Hu, David M. Rocke, and Shu Chien. Improved significance test for DNA microarray data: temporal effects of shear stress on endothelial genes. Physiol Genomics 12: 1–11, 2002. First published October 22, 2002; 10.1152/physiolgenomics.00024.2002.—Statistical methods for identifying differentially expressed genes from microarray data are evolving. We developed a test for the statistical significance of differential expression as a function of time. When applied to microarray data obtained from endothelial cells exposed to shear stress for different durations, the new multi-group test (G-test) identified three times as many genes as the one-way ANOVA at the same significance level. Using simulated data, we showed that this increase in sensitivity was achieved without sacrificing specificity. Several genes known to respond to shear stress by Northern blotting were identified by the G-test at P ≤ 0.01 (but not by ANOVA), with similar temporal patterns. The validity and utility of the G-test were further supported by the examination of a few more example genes in relation to the present knowledge of their regulatory mechanisms. This new significance test may have broad application for the analysis of gene-expression studies and, in fact, to other biological studies in general.
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THE DNA MICROARRAY TECHNOLOGY developed in recent years provides a powerful and efficient tool to rapidly compare the differential expression of a large number of genes (8, 10, 12, 23, 26, 29), and the statistical methods for identifying differentially expressed genes from microarray data are still evolving (18, 21, 22, 24, 25). Using the DNA microarray approach, we investigated gene expression profiles in cultured human aortic endothelial cells (HAECs) in response to a laminar shear stress at 12 dyn/cm². We performed the experiments at 1, 4, and 24 h after shearing, as well as on static controls. When the ANOVA test was applied to analyze the results, a very small number of genes were found to have significant changes after shearing, compared with the static control. We realized that the ANOVA test was too stringent for the detection of significant changes in gene expression in the face of biological variations among experiments. In the absence of a better way to analyze the results of all three time periods, we chose to work on the comparison of only one pair of data (24 h shear vs. static control) by the use of the paired Student’s t-test (6). At the suggestion of one of us (D. M. Rocke), we used the method of longitudinal analysis for statistical analysis (9) as a starting point to develop an improved significance test.

This new test provides a more sensitive way to analyze DNA microarray data obtained from sets of data from different experiments with several time points. In the present paper, this new significance test has been applied to the entire data set obtained from three different experiments, each with three time points, including the 24-h results we previously reported (6). The results indicate that this new significance test can detect three times as many genes as the ANOVA test at the same cutoff point of P value. Many of the additional genes detected by this new method are in agreement with the known temporal changes that have been reported. Since most biological studies involve experiments with several time points and considerable individual variations, this new significant test should have significant application to the study of temporal modulation of gene expression in response to experimental manipulation. The same test can also be applied to the comparison of results obtained on different organ/tissues or to experiments with different degrees of treatment for assessing the dose-response relationship in gene expression. Therefore, this new significance test may have broad application for the analysis of gene-expression studies and, in fact, to other biological studies in general.

ANALYTICAL METHODS

Rationale. In a DNA microarray study, the observed variations in the expression levels of a given gene can be attributed to the following: A) the effects of the treatments, B) the biological variability among the subjects tested, and C) the experimental/measurement errors. The focus of this work is on testing the statistical significance of the effects of a treatment on gene
expression \( (A) \), in which both \( B \) and \( C \) are regarded as noise. We postulate that each genome is a redundant network that provides flexibility in the regulation of the gene expression, thus contributing to the variability among gene expression profiles obtained from individual experiments. Consequently, the biological variability \( B \) could be greater than the experimental errors \( C \). Therefore, the power of statistical tests for the significance of treatment effects \( (A) \) can be greatly improved if \( B \) can be isolated. The achievement of this goal requires an appropriate experimental design. Repeats of the same experiment on different subjects produce a group of data sets, in which the subject-subject variation (i.e., \( B \)) can be identified. In the experiments reported here, each data set comprises data collected from experiments on the same batch of cultured cells subject to shearing of different time durations or kept as static control, as described below. In this case, a subject means a cell batch.

The subject-subject variation \( (B) \) may have two components: the variation among subjects in the baseline of a gene’s expression and that in the responsiveness of the gene to the treatment. Correspondingly, we can isolate, at least partially, the effects of \( B \) by subtracting from each data set, gene by gene, the gene-specific means and then dividing the results by the gene-specific standard deviations, as described in the section below on Statistical tests.

Global normalization. Let \( x_{ijk} \) denote the intensity measured (readout) for gene \( i \), treatment \( j \), from subject \( k \), where \( i = 1, 2, \ldots, I; j = 1, 2, \ldots, J; \) and \( k = 1, 2, \ldots, K \). For the experiments analyzed here (see EXPERIMENTAL MATERIALS AND METHODS), \( I = 1,185 \) (no. of genes), \( J = 4 \) (static control plus three time points after shearing), and \( K = 3 \) (no. of experiments). Let \( x_{ij}^s \) denote the data vector obtained from a single microarray which corresponds to treatment \( j \) and subject \( k \), with its \( i \)th component being \( x_{ijk} \). Let \( x_{ij}^s \) be denoted by a similar way, the corresponding data vectors. Similarly, \( x_{i..}^s \) denotes the data matrix for gene \( i \), with rows for treatments and columns for subjects. Also used is the conventional dot notation, in which a dot replacing an index indicates an average over the whole range of the index. For example, \( x_{ij} \) denotes the mean of the \( I \) components of \( x_{ij} \), and \( x_{i..} \) denotes the mean of the \( JK \) components of \( x_{i..s} \). Summation will be explicitly stated, and repeated indices do not automatically indicate a summation.

The measured intensity \( x_{ijk} \) has an arbitrary scale. To compare the intensity readings for a gene between different microarrays, we performed an array-wide global normalization, i.e., dividing each \( x_{ijk} \) by \( x_{i..} \). All intensities considered below are globally normalized, and hereafter the notations \( x_{ijk}, x_{ij}^s, \) etc., always refer to the globally normalized intensities.

Statistical model. We state explicitly the statistical model here to provide clarity for the construction of a test statistic and its null distribution. As reasoned in Rationale (above), in the absence of experimental errors, the variability in measured intensities can be explained by \( x_{ijk} = \alpha_{ij} \gamma_{ik} + \beta_{ik} + e_{ijk} \) with a constraint \( \alpha_{ij} = 0 \), where \( \alpha_{ij} \) is due to the treatment effects \( A \), and \( \beta_{ik} \) and \( \gamma_{ik} \) are, respectively, the baseline expression and the responsiveness of gene \( i \) in subject \( k \). If preferred, one can set the standard deviation of \( \alpha_{ij} \) to 1 to specify the scale of \( \gamma_{ik} \). With the inclusion of experimental errors, we have

\[
x_{ijk} = \alpha_{ij} \gamma_{ik} + \beta_{ik} + e_{ijk}
\]

In Eq. 1, \( \alpha_{ij} \) is a fixed effect because it only applies to the specified gene and treatment, whereas \( \beta_{ik} \) and \( \gamma_{ik} \) are random effects because the \( K \) subjects are a sample representing a larger population. The experimental errors are assumed to be independently distributed as

\[
e_{ijk} \sim N(0, \sigma^2_e)
\]

No assumption is needed about the distributions of \( \beta_{ik} \) and \( \gamma_{ik} \) for the statistical test described below.

In a standard approach of longitudinal analysis, it would be assumed that subjects differ only in their baseline levels, equivalent to setting \( \gamma_{ik} = 1 \) in Eq. 1. In that case, Eq. 1 is reduced to a model of two-way ANOVA. We introduce the multiplicative factor \( \gamma_{ik} \) to account for the fact that subjects may also differ in their responsiveness to a treatment, as reasoned in Rationale (above). Indeed, experimental data show that the responsiveness of many genes vary significantly from subject to subject, as exemplified by RGS3 (“regulator of G protein signaling 3”) in Fig. 2B.

Statistical tests. The null hypothesis to be tested is \( \alpha_{i1} = \alpha_{i2} = \ldots = \alpha_{iJ} = 0 \). Statistical tests are performed for each individual gene. Given data \( x_{ijk} \), compute

\[
y_{ijk} = (x_{ijk} - x_{i..}) = \frac{1}{J} \sum_{j=1}^{J} (x_{ij} - x_{i..})^2/(J - 1)
\]

Note that in the absence of experimental error

\[
y_{ijk} = y_{ij..} = \alpha_{ij} \frac{1}{J} \sum_{j=1}^{J} \sigma^2_j/(J - 1)
\]

Now, for each gene \( i \), construct an ANOVA table for the derived data matrix \( y_{i..} \).

<table>
<thead>
<tr>
<th>Source of Variation</th>
<th>Sum of Squares</th>
<th>Degree of Freedom</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between treatments</td>
<td>BTSS = ( K \sum_{j=1}^{J} (y_{ij..} - y_{i..})^2 )</td>
<td>( J - 2 )</td>
</tr>
<tr>
<td>Residual</td>
<td>RSS = TSS - BTSS</td>
<td>( (J - 1)(K - 1) )</td>
</tr>
<tr>
<td>Total</td>
<td>TSS = ( \sum_{j=1}^{J} \sum_{k=1}^{K} (y_{ijk} - y_{i..})^2 )</td>
<td>( (J - 1)(K - 1) )</td>
</tr>
</tbody>
</table>

where the degrees of freedom have been adjusted because of the data transformation via Eq. 3. The \( y_{ijk} \) is constructed in a way so that BTSS is a measure for the treatment effects and RSS for the experimental errors. We define a \( G \) statistic analogous to Fisher’s \( F \) statistic.
HYPOTHESIS TEST FOR MICROARRAY DATA

This likelihood ratio is called $G$ instead of $F$ to emphasize that the null distribution of this $G$ statistic is not an $F$-distribution. Under the null hypothesis $\alpha_{ij} = 0$, Eq. 1 reduces to

$$x_{ijk} = \beta_{ik} + \epsilon_{ijk}$$

(5)

For the error distribution given in Eq. 2, it can be shown that $y_{ijk}$ computed from the $x_{ijk}$ given by Eq. 5 is equivalent in distribution to $y_{ijk}$ given by Eq. 3. The upper tail of the $G$'s null distribution gives the $P$ value, which is the probability of having a $G$ score randomly drawn from the null distribution greater than the experimental value of $G$.

The validity of the global normalization is confirmed by the results for GAPDH. The mRNA level of GAPDH in endothelial cells is known to be not changed by shear (14) and has been widely used as the negative control in studying the regulation of gene expression in endothelial cells by shear stress (4, 14, 15, 23). In this work, the normalized intensity for GAPDH ($P_G = 0.78, P_{\text{anova}} = 0.98$) is essentially constant across all the time points tested, as shown in Fig. 1.

The high sensitivity of the $G$-test. When applied to the experimental data, the $G$-test was found to be three times more sensitive than ANOVA, as shown in Table 1. For example, at $P \leq 0.01$, 61 genes were called significant by $G$-test, whereas ANOVA called only 18 genes significant. The 61 genes that showed $P_G \leq 0.01$ are listed in Table 2. The results for all the 1,185 genes are available as an online data supplement at http://

**EXPERIMENTAL MATERIALS AND METHODS**

**Experimental design.** Of particular importance to the present study is the experimental design. Three independent sets of experiments were performed. In each set, HAECs were subjected to a shear stress at 12 dyn/cm$^2$ for 1, 4, and 24 h together with a paired control experiment with the HAECs kept under static condition. All cells were first cultured to passage 3 (Cell culture, below) and kept frozen in liquid nitrogen. Then, for each set of experiments, the cells were thawed and further cultured for two more passages to obtain sufficient cells so that all the experiments within the same set used the same batch of HAECs at passage 5. However, three different batches of cells were used in the three sets of experiments.
subject variation ($\sigma_\beta = 0$), ANOVA is actually more (though only slightly) sensitive than the $G$-test. However, as the subject-subject variation increases, the sensitivity of ANOVA (see the dashed lines) drops rapidly; at $\sigma_\beta = 3$ [which is greater than the magnitude of the treatment effect on positive genes, namely, $3/2 - (-1/2) = 2$], the sensitivity of ANOVA becomes too low to distinguish the populations of positive and negative genes, as indicated by the closeness of the dashed line for $\sigma_\beta = 3$ to the diagonal dot line. In contrast, as expected, the sensitivity of $G$-test is essentially not affected by the subject-subject variation, as the ROC curves produced by $G$-test with different values of $\sigma_\beta$ are practically indistinguishable (the solid line in Fig. 2A). In summary, for data with sizable subject-subject variations, the $G$-test is more sensitive than ANOVA at the same level of specificity.

An example will help to illustrate the above observations. Figure 2B shows the actual experimental data for gene RGS3. It is evident that both the baseline expression and the responsiveness to shear stress of the gene varied markedly among the three repeated sets of experiments, each using a different batch of cells. These observed variations are likely to be biological in origin rather than experimental errors, for the time course of regulation by shear was very similar in the three sets of experiments, as shown in Fig. 2C, which plots the same data transformed by Eq. 3. However, it should be noted that, if care is not taken to minimize systematic experimental errors, then a non-randomly distributed analytical variation could produce a similar pattern. For example, applying labeled probes with different specific activities or quantities to an array could produce changes in the observed baseline (due to background) or responsiveness (due to saturation), respectively. Without isolating the large biological and nonrandomly distributed analytical variations between subjects (cell batches), ANOVA failed to detect the consistent pattern which shows the effect of shear and yielded a $P = 0.18$. In contrast, the $G$-test yielded a $P < 0.01$, indicating that the effect of shear is statistically significant. The upregulation of RGS3 by 1-h shear was confirmed by a Northern analysis (data not shown).

The other side of the coin of what is shown in Fig. 2A is that if many more genes are found to be significant in the same sets of data by the $G$-test than ANOVA, then the biological variations between subjects are not small compared with the effect of the treatment, i.e., shear-

---

Table 1. Number of genes showing statistical significance at the indicated levels

<table>
<thead>
<tr>
<th>$P$</th>
<th>$G$-test</th>
<th>ANOVA</th>
<th>$G$-test + Permutation*</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\leq 0.01$</td>
<td>61</td>
<td>18</td>
<td>12.96</td>
</tr>
<tr>
<td>$\leq 0.02$</td>
<td>82</td>
<td>24</td>
<td>24.41</td>
</tr>
<tr>
<td>$\leq 0.05$</td>
<td>161</td>
<td>49</td>
<td>54.24</td>
</tr>
<tr>
<td>$\leq 0.1$</td>
<td>252</td>
<td>93</td>
<td>95.65</td>
</tr>
</tbody>
</table>

*Obtained by applying $G$-test to subject-identity-permutated experimental data (see ANALYTICAL METHODS). Numbers shown are the average of 100 computations.
ing. Such biological variations have important implications in the modeling of genetic network. For the microarray data present here, we tested whether this converse reasoning holds by applying the $G$-test to the experimental data with the subject identities (indices for cell batch) being randomly permuted (see subject-identity-permuted data sets in Simulated data sets, above). If the better performance of $G$-test over
ANOVA is indeed due to the existence of a large subject-subject variation, then the permutation should eliminate the advantage of G-test over ANOVA, since the subject-identity-permutation has no effect on ANOVA. As can be seen by comparing the last two columns of Table 1, this is exactly what happened. This result provides experimental evidence that supports the existence of relatively large individual variations in the genome-wide regulation of gene expression in response to a given stimulus.

Egr-1 and related genes. The purpose of this paper is to present a method for analyzing microarray data rather than a detailed analysis of the effect of shear stress on gene expression. We would like to use several genes that have known time-dependent variations to illustrate the utility of our new significance test. Two of the genes most extensively studied for shear-modulated gene expression in endothelial cells are early growth response-1 (Egr-1) and platelet-derived growth factor-A (PDGF-A). Both were picked up by the G-test but missed by ANOVA (for Egr-1, \( P_G = 0.01 \) and \( P_{\text{ANOVA}} = 0.07 \); for PDGF-A, \( P_G = 0.01 \) and \( P_{\text{ANOVA}} = 0.15 \)). The shear-stimulated expression of Egr-1 was transient, peaked at 1 h, and returned to basal level at 4 h and 24 h (Fig. 3A). This is in excellent agreement with the published time course (0 to 4–6 h) for shear-stimulated Egr-1 expression in various types of vascular endothelial cells obtained by Northern blot analyses; all those studies found Egr-1 mRNA expression to be transient, peaking at 0.5–1 h and returning to basal level after 3-h shearing (7, 19, 27). The shear-stimulated expression of PDGF-A increased progressively up to 4 h and returned to basal level at 24 h (Fig. 3B). Again, this agrees very well with the published time course (0 to 4 h) obtained by Northern blots (15, 19). It is worth mentioning here that Egr-1 is a transcription factor that binds to the proximal PDGF-A promoter as a shear-stress-responsive element (19), which explains the findings that the transient expression of Egr-1 mRNA precedes the PDGF-A gene expression.

It has been shown that Egr-1 also binds to the cyclin D1 promoter and that this contributes to the enhancement of cyclin D1 transcription by transforming growth factor-\( \beta \) (30) and/or by angiotensin II (13) in an extracellular signal-regulated kinase (ERK)-dependent manner. It is well established that shear stress
activates ERK (5, 16, 17, 20, 28). Therefore, it is reasonable to postulate that the shear stress-induced transient expression of Egr-1 may lead to an enhancement in the gene expression of cyclin D1 at later times. There are 11 cyclins presented in the Atlas 1.2 Cancer array, of which two were significantly modulated by shear according to the G-test: one is cyclin D1 \( (P_G < 0.01, P_{\text{anova}} = 0.32) \), and the other is cyclin E \( (P_G < 0.01, P_{\text{anova}} = 0.30) \). Both were upregulated by shear stress with a time course suggesting a temporal lag following the transient upregulation of Egr-1, as in the established case of PDGF-A (see text). For each of these four genes, the G-test gave a \( P \leq 0.01 \), while ANOVA produced a \( P > 0.05 \).

The other member of the Egr family present in the microarray is Egr-\( \alpha \), which is highly expressed in the early G1 phase of the cell cycle (3). In the present study, the expression of Egr-\( \alpha \) in endothelial cells was found to be modulated significantly \( (P_G < 0.01, P_{\text{anova}} = 0.02) \) by shear with a time course (Fig. 4A) very similar to that of Egr-1. Egr-1 and Egr-\( \alpha \) are immediate early genes. Another immediate early gene found to be upregulated with a peak at the early time point is Jun-B (Fig. 4B, \( P_G < 0.01, P_{\text{anova}} < 0.01 \)), with a time course similar to the reported time course of c-Jun mRNA expression in response to a steady flow (15). c-Jun was upregulated at the early time point in the present study, but not statistically significant \( (P_G = 0.2, P_{\text{anova}} = 0.5) \). To our knowledge, there is no report in the literature about the effects of shear on the time course of gene expression of Egr-\( \alpha \) and Jun-B, as well as the cyclins.
Other example genes. Shown in Fig. 5 are three more examples that illustrate the superior performance of the G-test regardless of the temporal pattern of gene expression. The time courses of the expression of genes shown in Fig. 5 differ from those shown in Figs. 3 and 4. The gene expression level of caveolin-1 decreased progressively \( (P_G < 0.01, P_{\text{anova}} = 0.08) \) under shear. Tyrosine-protein kinase receptor (Tie-2, \( P_G < 0.01, P_{\text{anova}} = 0.42 \)) and matrix metalloproteinase 1 (MMP1, \( P_G < 0.01, P_{\text{anova}} < 0.01 \)) were not responsive to short-term shear but upregulated by 24-h shear. The differential expressions of these genes between static and 24-h shear have been confirmed by RT-PCR and/or Northern blot analysis (6).

**DISCUSSION**

We have proposed a new model for differential gene expression that explicitly specifies the effects of experimental treatments and biological variability and developed a corresponding multi-group test (G-test) for the statistical significance of the treatment effects. Using experimental and simulated data, we showed that this new test is much more sensitive than the conventional one-way ANOVA in detecting treatment effects from data produced by microarray experiments. This improvement in sensitivity could be of critical importance, as exemplified by the present study on the temporal modulation of gene expression in endothelial cells in response to shear stress. As shown in Table 1, the number of genes showing significant differential expression as determined by ANOVA is very close to...
the number of false-positive genes one would expect for a hypothetical situation in which none of the genes are modulated by shear. For example, the number of genes called significant by ANOVA is 18 at $P \leq 0.01$ and 49 at $P \leq 0.05$. Assume that the 1,185 genes were not regulated by shear, and that the measurements for the 1,185 genes were statistically independent (both are not true). Then, on average, a statistical test would classify $1,185 \times P$ genes as regulated by shear because $P$ can be interpreted as the rate of false positives (type I error); $1,185 \times 0.01$ yields 12, and $1,185 \times 0.05$ yields 59; these numbers are almost the same as what are called significant by ANOVA. Obviously, the performance of ANOVA was not satisfactory. In contrast, when the G-test was used, the number of genes with positive test results is 61 at $P \leq 0.01$ and 161 at $P \leq 0.05$, which are more than three times the numbers of false positives expected.

Naturally, one would ask whether the G-test may have included too many genes that are not really significant. To answer this question, we must first define the meanings of positive and negative genes. When the effects of experimental treatments are of interest, we should regard a gene as a positive if some of the treatments change the expression level of the gene, i.e., at least one of the $a_{ik}$ in Eq. 1 is not zero. It is in this sense that Fig. 2A compares the sensitivities of G-test and ANOVA at each fixed level of specificity, and the results show that the G-test can markedly improve sensitivity without sacrificing specificity when the biological variability is not small. We can address the same question from another perspective by comparing the positive predictive values (PPVs, i.e., the proportion of genes tested positive that are true positives) of the different tests. Unlike the sensitivity and specificity, the PPV of a test is a function of the prevalence of positives (i.e., the proportion of the total number of genes tested that are positive). Using Bayes’ theorem, it can be shown that (1)

$$PPV = \frac{\text{sensitivity} \times \text{prevalence}}{\text{sensitivity} \times \text{prevalence} + (1 - \text{specificity}) \times (1 - \text{prevalence})}$$

(6)

Figure 6 plots PPV as a function of the sensitivity and prevalence, with the specificity fixed at 0.95. It is evident that PPV increases with increasing sensitivity. Therefore, the set of genes selected by G-test actually had a smaller expected percentage of false positives than that by ANOVA.

Equation 6 points to a challenge one would face in identifying differentially expressed genes from microarray data. The power of the microarray approach lies in the fact that the number of genes assayed in a single experiment can be very large, often in the order of thousands or tens of thousands. When used to select specific genes for further in-depth analysis, one would like to have a large percentage of the selected genes to be truly positive, i.e., having a high PPV. This could be a challenge, because in many cases the prevalence of positive genes on the microarrays used with respect to the particular experimental treatments is small, say, less than 0.1. As shown in Fig. 6, the low prevalence will lead to a small PPV, especially when the sensitivity is also low. To compare with the traditional gene-by-gene approach, note that for an individual gene the prevalence can be interpreted as the prior probability that the gene is positive, and PPV as the posterior probability that the gene is positive after it is tested to be positive. In the gene-by-gene approach, e.g., Northern analysis, the small number of genes studied are often selected exactly because they are expected to be positives (differentially expressed) by the researcher based on his/her prior knowledge; in other words, the prevalence of positives is high, say, 0.5 or higher. Therefore, as illustrated in Fig. 6, with the same sensitivity and specificity, the PPV of a gene tested positive in a microarray study is likely to be lower than the PPV of a gene tested positive in a gene-by-gene approach. For this reason, having a sensitive test for the statistical significance of observed differential expression is a more critical issue for data from microarray experiments than for data acquired by traditional methods.

PPV is a measure of confidence one can place in a positive call. Manduchi et al. (22) developed a novel method to assign confidence to a differential gene expression assessed from microarray data. In a similar way, one can show that

$$PPV \geq 1 - \frac{\text{Prob(called positive|negative)}}{\text{Prob(called positive)}}$$

(7)

The probability “Prob(called positive|negative)” is the preset cutoff point of $P$ value, and “Prob(called positive)” can be estimated empirically from data as the fraction of genes called positive by the test. When applied to the results in Table 1, Eq. 7 yields a PPV $\geq 81\%$ for the 61 genes passed G-test at $P = 0.01$ and a PPV $\geq 34\%$ for the 18 genes passed ANOVA at the same cutoff point of $P$. This difference in PPV between
the two tests increases dramatically as the cutoff point of P is raised. At P = 0.02, PPV becomes ≥71% for G-test and 1% for ANOVA; this very low confidence level for the ANOVA test further illustrates the point discussed at the beginning of this section. At the larger cutoff points of P, Eq. 7 is no longer applicable to the ANOVA results because it yields negative values. For G-test, however, one obtains a PPV ≥ 53% even at the cutoff point of P = 0.1.

To compare with other previously described statistical tests designed for analysis of microarray data sets, we have used PaGE (PaGE_4.0.pl) obtained from Computational Biology and Informatics Laboratory at the Center for Bioinformatics at the University of Pennsylvania (http://www.pcbi.upenn.edu) to analyze the present data set. The PaGE_4.0 software by Manduchi et al., which has been updated from their original publication (22), can be used to identify differentially expressed genes with a preset minimum level of confidence. The application of PaGE_4.0 to our data yielded only two genes as differentially expressed at a minimum confidence level of 81%, and seven genes at a minimum confidence level of 53%. These genes do not include Egr-1, PDGF-A, caveolin-1, and other genes mentioned in RESULTS, whose expressions have been known to be regulated by shear. Note that at the same confidence levels (81% and 53%) G-test yielded, respectively, 61 and 252 differentially expressed genes. The better performance of the G-test over the method of Manduchi et al. (22) on the present data sets can be explained by the same reasons given above for comparing G-test and ANOVA, namely, the ability of G-test to separate the subject-subject variation from other random variations of experimental error, thus improving the power of a statistical test. The comparison of G-test with the method of Manduchi et al. again supports the concept that the subject-subject variation in gene expression is not small and hence efforts should be made to identify such variation in designing a statistical tests for gene expression data. Of course, such a test will require certain features in experimental design, as described in ANALYTICAL METHODS.

The approach used in our microarray experiments can be regarded as a “one-color” system. Another platform of microarray experiments is the “two-color” system, in which the reverse-transcribed cDNA from two samples labeled with different fluorescent dyes are mixed and then hybridized to a single microarray. This allows the gene expressions in the two samples to be measured simultaneously, and the ratio of the two measurements from the same spot on the same microarray is used as a data point. In experiments using the two-color system, one of the two channels is often used for a reference sample, and the other for an experiment sample. The G-test can be applied to analyze the data (i.e., the experiment/reference ratios) obtained from such experiments in a similar manner as in the one-color system. For more complex experimental designs for the two-color system, modifications of the statistical model would be needed.

Although the focus of the present work is on testing the significance of the treatment effects, the model described by Eq. 1 also provides a basis for quantifying and testing the biological variability in the regulation of expressions of individual genes. Quantitative knowledge about the biological variability at the level of individual genes can be useful and might be necessary in appropriately modeling the interaction of genes as a network. We hypothesize that as a result of evolution, rather than by design, a genetic network has a high degree of redundancy which ensures its robustness and that this redundancy provides flexibility in regulating gene expression. As a result, there are great variabilities in gene expression profiles between experiments on different individuals or even between repeated experiments on the same individual at different times.

Indeed, the finding that the G-test yielded many more positive genes than ANOVA when applied to the experimental data suggests that the biological variability in gene expressions is large compared with the experimental random errors. This is consistent with the previous findings that the sample-sample variation of biological origin is greater than the spot-spot and slide-slide variations of technical origins (2). The microarray technology is still evolving rapidly. Its future advances will certainly reduce the extent of experimental errors. On the other hand, the biological variability is simply a property of the system under study and will remain large for any study in which conclusions are meant to be applicable to a general population represented by the sampled subjects. Therefore, the ratio of the variances due to the biological variability and experimental errors will be increased as the technology improves and so will be the difference between the sensitivities of the G-test and ANOVA, as indicated in Fig. 2A.
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